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Have a Guess S0S: A Benchmark Experimental Results

Two sets of tasks are defined for SoS: an easy task and a difficult task. :
Sunset ? ?  Easy task: images are randomly separated into training set Sunrise or Sunset Acc.

Sunrise
T L S (10,488 1mages) and test set (2,522)
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,I,i“-- * Hard task: we use images from 104 webcams (10,448) for training, - & $° N o N -g § -
o and the 1mages from the rest 24 cameras are for testing A@Q? R ‘5@@ §"" § > Cg; g | g 5 5
Deep ConvNets vs. Humans & & Y & |F F L& g 5 S
sunrise | 54.1 53.4 50.6 56.6 |52.2 52.1 53.3 53.8|54.2 58.6 70.9
T T i Method Task | Sunrise Sunset mAcc sunset [52.1 54.0 52.8 56.0 [52.0 52.5 529 53.2 548 59.0 71.6
(a) Monet’s paintings (b) Images from webcams FT-VGG-16 | Easy 70 6 200 70 & mAcc [53.1 53.7 51.7 56.3 |52.1 52.3 53.1 53.5|54.5 58.8 71.2
FI-VGG-16 | Hard 53.3 52.9 53.1
Motivation Human | Hard | 643  63.7  64.0 Ablation Studies
. . More Details Give a pair of input images, the performance of humans on the SoS dataset.
Image Classification s thi lane? v | | Note that each volunteer is shown 5 groups of paired images corresponding
> E d tar or planc: * 12,970 images from 128 webcams over 30 countries to 5 different settings, and each group contains 50 pairs. SS is another restric-
g | What is this scenario? v’ tion on each pair which requires that one image is sunrise, the other is sunset.
= = ? 3 Selective Com parison Learnin J Pair Constraint SS | Sunrise Sunset mAcc
1 B What is the brand? V< Random pair w/o | 65.3 64.9 65.1
U Network Architecture Random pair W 67.3 66.9 67.1
Where, When, Temp? X The same day w | 678 668 673
\/'/ [ FC8-1 The same location W 70.7 70.0 70.3
Subtle Attributes . o/ The same location and day | w 72.4 724 723
. M=l O — .
Subtle & Transient Attributes 2 B EIER: N ress Temperature Estimation Results
B ; O ol |6 % R
) NONENENENE U@ @ D The first three use simple pixel intensities as Features while
Y s it taken at night? v/ X . 3 The same location vee  He : the last two use more sophisticated global image features.
Which month? X v > e Sj‘m'g; day ) ‘ The first five methods are proposed by Glasner et al.
Where? X v : ';—‘j i x % — @ R? (the higher the better)/ RMSE (the lower the better)
o Does it feel warm? Vv X , AN : ~ S Q % % | _x —~ .
3 ? What is the temperature? X 4 : | : % S \—é- \f{ = FE ‘ Softmax Loss ‘ ; § f‘J f
=4 Is it cloudy? 4 X : P : \i p . g . § éF /:5 i ;Ef
Morning or afternoon? X v \ Sunset f ; z@s g@ = ,;:‘59 o N 5
Which Season? Vv xX  Trmmmmmmmrmemes <& 57 <) 5: & IE') Qf? @)
_ ()] 0.67/6.85 | 0.61/7.52 |0.00/18.16|0.49/8.55(0.36/9.600.52/8.28(0.58/7.79(0.73/6.26
Loss Function (b)] 0.65/7.24 | 0.69/6.86 | 0.78/5.74 [0.79/5.59(0.70/6.69|0.80/5.46|0.84/4.87|0.89/4.57

| |
Contrl bUtlonS (c)] 0.70/6.03 | 0.72/5.82 |0.00/35.02 (0.71/5.96{0.58/7.20|0.61/6.89(0.79/5.03|0.83/4.92

1 N
((Xp,X{) = N Y (Usofrmax(fo, (XR)\YR) + Lsofrmax(fo, (X§),¥$) + Alranking (fo, (XR), fo, (X§))), (1) (d)| 0.59/4.53 | 0.64/4.23 |0.00/11.37|0.24/6.17|0.55/4.75 |0.56/4.72|0.60/4.45(0.70/3.80

. . | _ n=1 @] 0.76/5.77 | 0.79/5.39 |0.00/43.51(0.61/7.300.68/6.62[0.80/5.30(0.87/4.22/0.90/3.98

¢ Subtle attrlbutes I'GCOgIllthIl in which 1 )] 0.38/3.19 | 0.53/2.77 | 0.10/3.84 |0.48/2.90[0.21/3.59/0.21/3.60(0.40/3.14/0.58/2.53
. Crankin f2 Xg , Xg)) = n Y (2) 50/7. 54/7. 7415. .39/8. 58/7. .54/7.34(0.63/6.61|0.80/5.

e SOS: a new dataset fOI’ sunrise or sunset king (fo, (XR ), fo, (Xg)) [+ exp(fo, (X2) — fa, (XD)) (2)| 0.50/7.63 | 0.54/7.35 | 0.74/5.54 [0.39/8.48|0.58/7.03[0.54/7.34/0.63/6.61|0.80/5.20

(h)| 0.77/5.09 | 0.76/5.22 {0.00/13.86]0.79/4.88]0.65/6.31|0.79/4.90(0.80/4.72|0.86/3.95

° ° : . . n n -
e Anewc omparison learnin g appro ach where £y, fimax is softmax loss, N is the number of pairs, DR> Vs ) (n=1,2,....N)represent """ 0768 0.11/3.67 | 023/3.41 |0.43/2.93|0.16/3.56)0.06/3.78|0.52/2.70(0.55/2.48
image-level labels and A is a balancing parameter. This loss function is differentiable with _
() | 0.5977.77 | 0.58/7.85 | 0.46/8.91 |0.66/7.12|0.67/7.000.59/7.80{0.76/6.01(0.78/5.81

* New STOA results on temperature predictions — respective toits parameters.




